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BIOGRAPHY

I am a second-year Ph.D. student at the Department of Electrical and System Engineering,Washington Uni-
versity in St. Louis (WashU), working under the supervision ofDr. UlugbekKamilov. My research goal is to
develop fast, efficient, and interpretable algorithms for solving large-scale imaging problems. My recent work
is focusing on inverse problems and large-scale optimization.
Research Interests: Computational Imaging, Signal and Image Processing, Optimization, Deep Learning

EDUCATION

Washington University in St. Louis, St. Louis, MO Aug. 2022 – Expected 2026
Ph.D. student in Electrical Engineering
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M.S. in Electrical Engineering GPA: 4.0/4.0
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Nanjing Tech University, Nanjing, China Sep. 2016 – Jun. 2020
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• WUSTL ESE Outstanding Master’s Research, 2023
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RESEARCH EXPERIENCE

• Reconstruction for Parallel MRIWithout Groundtruth (WashU CIG)

– Used deep learning for joint parallel MRI reconstruction and coil sensitivity calibration without using the
ground-truth images [1], [b 6.].

• ASYNC Regularization by Denoising (RED) with unbounded delay (WashU CIG)

– Proposed asynchronous parallel settings (with unbounded delay) where a cluster of processors is consid-
ered, which simultaneously implements stochastic gradients and block-coordinate decomposition to image
recovery tasks.

• Monotonically Convergent Regularization by Denoising (WashU CIG)

mailto:h.yuyang@wustl.edu
https://hu-yuyang.github.io//
https://hu-yuyang.github.io//
https://scholar.google.com/citations?user=FvRrgTsAAAAJ&hl=en//


– Proposed a new monotone RED (MRED) algorithm [b 5.] that can offer stable convergence for nonconvex
data-fidelity terms and expansive deep imagedenoisers. MRED is the first REDmethodwhich is guaranteed
to converge for any denoiser—irrespective of its expansiveness.

• A Restoration Network as an Implicit Prior (WashU CIG & Google Research)

– Image denoisers have been shown to be powerful priors for solving inverse problems in imaging. In this
work, we introduce a generalization of these methods that allows any image restoration network to beused
as an implicit prior. This work offers a step forward for solving inverse problems by enabling the use of
powerful pre-trained restoration models as priors.
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Reviewer:

• IEEE Transaction on Medical Imaging (TMI).

• IEEE Transaction on Computational Imaging (TCI).

• IEEE / CVF Computer Vision and Pattern Recognition Conference (CVPR).

• International Symposium on Computational Sensing (ISCS)

Course Grader:

• ESE 417 Introduction to Machine Learning and Pattern Classification, Wash U. 2021 Fall.

• ESE 415 Optimization, Wash U. 2022 Spring.

Assistant instructor:

• ESE 513 Large-Scale Optimization, Wash U. 2022 Fall.

• ESE 415 Optimization, Wash U. 2023 Spring.


